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Abstract

Document Visual Question Answering (VQA) requires
models to interpret textual information within complex vi-
sual layouts and comprehend spatial relationships to an-
swer questions based on document images. Existing ap-
proaches often lack interpretability and fail to precisely lo-
calize answers within the document, hindering users’ abil-
ity to verify responses and understand the reasoning pro-
cess. Moreover, standard metrics like Average Normalized
Levenshtein Similarity (ANLS) focus on text accuracy but
overlook spatial correctness. We introduce DLaVA, a novel
method that enhances Multimodal Large Language Models
(MLLMs) with answer localization capabilities for Docu-
ment VQA. Our approach integrates image annotation di-
rectly into the MLLM pipeline, improving interpretability by
enabling users to trace the model’s reasoning. We present
both OCR-dependent and OCR-free architectures, with the
OCR-free approach eliminating the need for separate text
recognition components, thus reducing complexity. To the
best of our knowledge, DLaVA is the first approach to intro-
duce answer localization within multimodal QA, marking
a significant step forward in enhancing user trust and re-
ducing the risk of AI hallucinations. Our contributions in-
clude enhancing interpretability and reliability by ground-
ing responses in spatially annotated visual content, intro-
ducing answer localization in MLLMs, proposing a stream-
lined pipeline that combines an MLLM with a text detection
module, and conducting comprehensive evaluations using
both textual and spatial accuracy metrics, including Inter-
section over Union (IoU). Experimental results on standard
datasets demonstrate that DLaVA achieves SOTA perfor-
mance, significantly enhancing model transparency and re-

liability. Our approach sets a new benchmark for Docu-
ment VQA, highlighting the critical importance of precise
answer localization and model interpretability. The code
and datasets utilized in this study for DLaVA are accessible
at: https://github.com/ahmad-shirazi/AnnotMLLM

1. Introduction

Figure 1. Examples of Answer Annotation in Documents from the
CORD Dataset [33]

.

Document Visual Question Answering (VQA) stands at
the intersection of computer vision and natural language
processing, aiming to answer questions based on the con-
tent of a document image. This task is inherently challeng-
ing due to the need for a model to not only accurately rec-
ognize and interpret textual information within complex vi-
sual layouts but also to reason about the spatial relationships
and semantics of the content. Effective solutions require a
harmonious integration of text detection, recognition, and
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Figure 2. Figure 2. DLaVA Model Architecture for OCR-Dependent and OCR-Free Approaches. The OCR-Dependent approach integrates
OCR outputs with positional data to enhance layout comprehension, while the OCR-Free approach utilizes end-to-end MLLM processing
to interpret and extract data directly from the image. Both converge in the final annotation module for precise answer localization. The
numbers within the circles represent the steps (Refer Section 3 for more details)

contextual understanding to bridge the gap between visual
data and linguistic queries [18], as illustrated in Figure 1,
which presents document annotations on the CORD dataset
(see Appendix A for additional details).

Existing approaches, such as LayoutLMv3 [15], Layout-
LLM [30], LayTextLLM [28], and DocLayLLM [26], have
made significant strides in addressing visual question an-
swering and layout analysis. While these models demon-
strate proficiency in extracting textual information and pro-
viding coordinate predictions, they often fall short in terms
of interpretability and explainability. Specifically, they lack
the ability to precisely localize answers within the docu-
ment image, making it difficult for users to verify responses
and understand the reasoning behind them. Besides, metrics
like Average Normalized Levenshtein Similarity (ANLS)
[43] focus on text accuracy but overlook spatial correctness,
and Intersection over Union (IoU) [34] evaluations are typ-
ically limited to layout datasets without assessing answer
localization accuracy. In our work, we demonstrate why
ANLS alone is insufficient for evaluating answer correct-
ness and emphasize the importance of incorporating met-
rics like IoU. By using both metrics together, we address
limitations found in previous approaches [30], such as not
being able to handle false-positive cases (e.g., when an an-
swer does not exist, and the model hallucinates and gives
wrong answers). Besides, the lack of answer localization
limits model transparency and reliability, as accurate spatial
grounding is essential in applications like legal, medical,
and financial document analysis to ensure that answers are

derived from the correct visual context [16].
In this paper, we introduce a novel approach that en-

hances Multimodal Large Language Models (MLLMs) with
answer localization capabilities for Document VQA. Our
method integrates answer annotation within images di-
rectly into the MLLM pipeline, and this addition not only
improves interpretability by allowing users to trace the
model’s reasoning but also facilitates the identification and
analysis of errors, thereby contributing to a deeper under-
standing of the model’s decision-making process. Our con-
tributions can be summarized as follows:

1. Advancing Interpretability and Reliability: By
grounding responses in spatially annotated visual con-
tent, our approach enhances user trust and reduces the
risk of AI hallucinations. This advancement sets a new
standard for reliability in Document VQA and demon-
strates competitive results while improving model inter-
pretability.

2. Introducing Answer Localization in MLLMs: We
present a novel pipeline that augments MLLMs with
the ability to localize answers within document images,
which addresses a significant gap in current Document
VQA methodologies and enhances model interpretabil-
ity.

3. Innovative Pipeline Design and Model Analysis: We
propose a streamlined pipeline that combines an MLLM
with a text detection module, eliminating the need for
a separate text recognition component. This integration
reduces complexity and improves cohesiveness.



4. Comprehensive Evaluation with IOU Metrics: We
conduct an in-depth evaluation of our model’s perfor-
mance using both spatial and textual accuracy metrics,
including IoU for the first time in the context of VQA
with MLLMs. This dual assessment provides a more
complete picture of the model’s capabilities compared
to prior works.
The remainder of this paper is organized as follows: In

Section 2, we review related work and present a literature
survey. Section 3 details our proposed approach, DLaVA,
describing both the OCR-Dependent and OCR-Free archi-
tectures. Section 4 presents the experimental setup, in-
cluding dataset descriptions, baseline models, and ablation
study architectures. In Section 5, we discuss the results,
highlighting the interpretability, trustworthiness, and ex-
plainability of the models. Section 6 addresses the limi-
tations and future work. Finally, Section 7 concludes the
paper and outlines future work.

2. Related Work
Recent advancements in multimodal document processing
have significantly enhanced the capabilities of models in
text detection, recognition, and information extraction. In
this section, we review the relevant literature, focusing on
the methods most pertinent to our work.

2.1. Text Detection

Accurate text detection is a foundational step for struc-
tured data extraction from unstructured documents. Re-
cent methods have focused on improving accuracy and ef-
ficiency across various text orientations, sizes, and back-
grounds. DBNet [25] introduced a real-time differentiable
binarization method that improved boundary localization
while maintaining computational efficiency. FAST [4] fur-
ther improved detection speed and accuracy for irregular
text shapes, while MixNet [44] utilized receptive fields and
feature fusion to tackle complex scenes, marking significant
strides in robust text detection.

2.2. Text Recognition

In text recognition, the evolution from sequence models
to Transformer-based architectures has yielded models re-
silient to diverse fonts, distortions, and complex layouts.
Early models such as CRNN [35], SAR [23], and MASTER
[29] established the groundwork for sequence and attention-
based recognition. More recent Transformer-based models,
such as ViTSTR [2] and PARSeq [3], further enhanced ac-
curacy by capturing long-range dependencies. Innovations
like MaskOCR [31], TrOCR [24], and DTrOCR [10] have
integrated masked pretraining with encoder-decoder frame-
works, achieving SOTA recognition accuracy across chal-
lenging scenarios.

2.3. Information Extraction

Recent advancements in MLLMs have utilized both OCR-
free and OCR-dependent architectures. OCR-free models,
such as Donut [20], UDOP [37], and OmniParser [39],
bypass traditional OCR steps, reducing pipeline complex-
ity and mitigating error propagation. Advanced OCR-
free MLLMs, including LLaVAR [45], Pixtral-12B [1],
Llama 3.2-11B [9], InternVL v2 [5, 6], Qwen-VL [41], and
LLaVA-OneVision [22], extend multimodal comprehen-
sion, offering efficient extraction of structured data without
dependency on external OCR processes.

In contrast, OCR-dependent models integrate OCR data
to enhance document layout and positional comprehension.
ICL-D3IE [13] and LATIN-Prompt [42] incorporate posi-
tional data, though this can lead to increased input sequence
length and slower inference. Recent approaches such as
Cream [21] and InstructDoc [36] streamline these processes
by employing additional encoders to integrate OCR infor-
mation, improving inference efficiency without compromis-
ing comprehension.

Despite these improvements, spatial precision and ex-
plainability remain challenging for document VQA applica-
tions. Our work addresses these challenges by introducing
an integrated MLLM approach that merges text recognition
and spatial understanding within a unified model, bypass-
ing the need for separate OCR components and advancing
spatial localization in document analysis.

2.4. Layout-Aware Document Understanding

Incorporating layout-specific information has proven effec-
tive in enhancing spatial comprehension in document un-
derstanding. LayoutLLM [30] employs a layout instruction
tuning strategy to improve the model’s ability to interpret
document layouts. DocLayLLM [26] encodes OCRed tex-
tual, visual, and positional information directly within the
model, removing the need for additional document encoders
and refining comprehension through a Chain-of-Thought
(CoT) annealing process. LayTextLLM [28] introduces a
Spatial Layout Projector to convert OCR-derived coordi-
nates into bounding box tokens, allowing seamless integra-
tion of spatial layouts with textual data. While these mod-
els enhance layout awareness, they often require complex
adaptations or additional components that may affect model
generality and increase computational overhead.

In summary, recent developments in multimodal doc-
ument processing and layout-aware models have signif-
icantly advanced Document VQA capabilities, yet chal-
lenges in spatial precision, interpretability, trustworthiness
and computational efficiency remain. These research gaps
motivated our work, leading us to develop an innovative ap-
proach that addresses the challenges.



Table 1. Model OCR-Dependent Comparison using ANLS metric on Document VQA and QA for VIE

Model Category Models Document VQA QA for VIE

DocVQA FUNSD CORD SROIE

Text Llama2-7B-Chat [38] 64.99 48.20 47.70 68.97
Llama3-8B-Instruct [9] 51.79 68.57 52.31 61.24

Text + BBox LayTextLLM (Llama2-7B) [28] 72.83 78.65 70.81 83.27

Text + BBox + Image

LayoutLLM-7B CoT (Llama2-7B) [30] 74.25 78.65 62.21 70.97
LayoutLLM-7B CoT (Vicuna-1.5-7B) [30] 74.27 79.98 63.10 72.12
DocLayLLM (Llama2-7B) [26] 72.83 78.65 70.81 83.27
DocLayLLM (Llama3-7B) [26] 78.40 84.12 71.34 84.36
DLaVA OCR-Dependent (Pixtral-12B) 74.02 79.57 84.41 90.45

Table 2. Model OCR-Free Comparison using ANLS metric on Document VQA and QA for VIE

Model Category Models Document VQA QA for VIE

DocVQA FUNSD CORD SROIE

Image

Llama3.2-11B [9] 78.4 65.02 42.96 61.42
Pixtral-12B [1] 80.71 78.26 79.08 82.24
LLaVA-OneVision-7B [22] 47.59 22.82 32.43 12.10
Qwen2-VL-7B [40] 64.15 47.44 15.98 45.17
InternVL2-8B [7] 71.26 57.58 55.88 81.55

Image + BBox DLaVA OCR-Free (Pixtral-12B) 85.91 87.57 82.08 91.42

3. DLaVA
This section describes the two approaches used in DLaVA
for information extraction from documents, as illustrated
in Figure 2. As discussed in Section 2.3, both the OCR-
dependent and OCR-free methods utilize an MLLM to ac-
curately extract and locate information, but they differ in
their reliance on OCR, where one approach is computation-
ally efficient, and the other is structurally more accurate. By
incorporating both approaches, we aim to achieve an opti-
mal balance of structural accuracy and computational effi-
ciency.

3.1. DLaVA (OCR-dependent)

In the OCR-dependent approach, as shown in Figure 2:
1. Text Detection Module: The original document image

I is processed using a text detection model, specifically
DB-ResNet-50 [25], as shown in step 1 in Figure 2. This
model outputs bounding boxes for each text segment in
the image. The detected bounding boxes are represented
as:

B = {B0, B1, . . . , Bn}

where each Bi is a bounding box coordinate
[xi1, yi1, xi2, yi2]. Each bounding box Bi is used
to crop a segment of the image I , isolating individual

words or phrases. The cropped image for Bi is denoted
by:

Ci = I[Bi]

2. Text Recognition Module: Each cropped image Ci is
passed to a text recognition model, PARSeq [3], as illus-
trated in step 2 of the diagram. This model applies OCR
to convert the visual text into strings. The OCR output
for each cropped image is:

Ti = OCR(Ci)

where Ti represents the recognized text associated with
the bounding box Bi. This text recognition step yields a
set of paired text and bounding box data:

{(T0, B0), (T1, B1), . . . , (Tn, Bn)}

3. MLLM Processing: Finally, the Pixtral-12B model [1]
in step 6 takes the output of step 2 (recognized texts), the
outputs of step 3 (the boundary box coordinates), and the
question Q as inputs; and it generates the answer A, and
the boundary box of the answer BA as outputs.
For a question Q such as “What is the content in the
DEPARTMENT NAME field?”, the model identifies the
bounding box and answer text A as:

A,BA = MLLM(Q, {(T0, B0), (T1, B1), . . . , (Tn, Bn)})



Here, A denotes the answer (e.g., “SCIENCE & TECH-
NOLOGY”), and BA is the bounding box where this an-
swer is located.

3.2. DLaVA(OCR-free)

The OCR-free approach involves the following steps:
1. Text Detection Module: Similar to the OCR-dependent

approach, we do text-detection (step 1) resulting in a
set of bounding boxes (step 3) and the corresponding
cropped images.

2. Constructed Image Creation: Instead of performing
OCR on each cropped image (corresponding to the
boundary boxes), the bounding box images are arranged
to form a “constructed image,” illustrated in step 5. Each
bounding box Bi is assigned a unique ID for easy refer-
ence. The constructed image, IC , is an assembly where
each line contains a cropped image, followed by their
boundary box ID Bi:

IC = {(C0, B0), (C1, B1), . . . , (Cn, Bn)}

For example, if the document contains sentences like
”THE STATE OF TEXAS...”, after text detection, we
obtain cropped images of each individual word, such as
”THE” (C0), ”STATE” (C1), ”OF” (C2), and ”TEXAS”
(C3). In the constructed image IC , each line would dis-
play the words with their bounding box IDs in sequence:
the first line would contain ”THE (B0)”, the second line
”STATE (B1)”, and so on.

3. Information Extraction Model: In parallel, the Pixtral-
12B model [1] (step 4) receives the input image I and
the query Q to generate the answer text A. These gen-
erated answers along with their corresponding questions
together (Q+A) go to step 6.

4. MLLM Processing: Finally, the Pixtral-12B model [1]
in step 6 takes the output of step 3 (boundary box co-
ordinates), step 4 (Q+A), and step 5 (constructed image
IC) as inputs; and generates the boundary boxes for the
answers (BA) and return them together with the answers
(A) generated in step 4.
In both approaches, the goal is to produce the answer A

to the query Q along with the bounding box BA, enabling
precise extraction and localization of information from the
document image.

4. Experiments
4.1. Datasets and Experimental Setup

We evaluated our proposed model on several well-
established, text-rich document datasets commonly used for
Visual Information Extraction (VIE) and Document Visual
Question Answering (VQA) tasks. For VIE-related ques-
tion answering, we utilized the FUNSD [19], CORD [33],

and SROIE [17] datasets. In the domain of Document
VQA, we assessed performance using the DocVQA [32]
dataset. All models, including our proposed approach and
baseline comparisons, were trained and evaluated on a sin-
gle NVIDIA A100 GPU with 80 GB of memory. This con-
sistent computational environment ensures fair and reliable
comparisons across different experimental settings.

We evaluated our model using two metrics to assess tex-
tual accuracy and spatial alignment, following established
protocols. For textual accuracy, we used ANLS [43], which
measures normalized Levenshtein distance between pre-
dicted and ground truth answers, with values from 0 to 1 (1
indicating a perfect match). For spatial alignment, we em-
ployed IoU [34], which assesses overlap between predicted
and ground truth bounding boxes. Performance was eval-
uated using mAP@IoU[0.50:0.95], where mean Average
Precision (mAP) is computed across IoU thresholds from
0.50 to 0.95 in increments of 0.05. This metric captures the
model’s ability to localize answer regions accurately across
varying levels of spatial precision, providing a comprehen-
sive measure of answer correctness and localization.

4.2. Baseline Models

To evaluate the effectiveness of our proposed approach, we
compare it against several baseline models, categorized into
OCR-free and OCR-dependent MLLMs. For OCR-free
MLLMs, we selected state-of-the-art models as appropri-
ate baselines for document-oriented VQA and VIE tasks.
These include PixTral-12B [1], InternVL v2-8B [5, 6],
Qwen-VL 7B [40], LLaVA-OneVision (OV) 7B [22], and
LLaMA 3.2-11B [9]. For OCR-dependent models, we se-
lected LLaMA 2-7B-Chat [38], LLaMA 3-8B-Instruct [9],
LayoutLLM-7B [30], DocLayLLM [26], and LayTextLLM
[28] as appropriate baselines due to their strong perfor-
mance in document-oriented VQA and VIE tasks, along
with their effective integration of OCR-derived information.

4.3. Ablation study

In our ablation study, we focus only on evaluating the OCR-
Free approach as the OCR-Dependent model relies on inter-
dependent components, and removing any of these compo-
nents would prevent it from functioning effectively. For the
OCR-Free model, we conduct two specific ablation exper-
iments. In Ablation 1, we feed the original input image
I as an additional input to the final MLLM model (step 6
in Figure 2) besides rest of the input components. In Ab-
lation 2, we remove the information extraction step (step
4) entirely and rely solely on the final MLLM (step 6) for
both question-answering and providing the corresponding
bounding boxes for the answers. These ablations allow us
to assess the significance of each component in the OCR-
Free pipeline and understand their contributions to overall
performance.



Table 3. Model Comparison on Document QA for VIE
(mAP@IOU[0.50:0.95])

Model Category DocVQA FUNSD CORD

OCR-Dependent 44.03 38.69 52.21
OCR-Free 46.22 45.52 57.86

5. Results and Discussion
In this section, we present a comprehensive analysis of our
proposed models’ performance compared to SOTA baseline
methods on Document VQA and VIE tasks.

5.1. Performance Analysis of OCR-Dependent
Models

Here, we analyze the performance of our OCR-dependent
model, DLaVAOCR-Dependent, in comparison with existing
baseline models. The results are summarized in Table
1, which presents the ANLS scores on Document VQA
datasets (DocVQA) and VIE datasets (FUNSD, CORD, and
SROIE).
1. Document VQA Performance: DLaVAOCR-Dependent

achieves strong performance on the DocVQA bench-
mark, scoring 74.02% in ANLS, closely aligning
with the results of top-performing baselines such as
LayoutLLM-7B CoT (Vicuna-1.5-7B) at 74.27% and
DocLayLLM (Llama3-7B) at 78.40%. Unlike Do-
cLayLLM and LayoutLLM-7B, which requires com-
putationally expensive CoT pretraining and annealing,
DLaVA is out-of-the-box, operating in a zero-shot
paradigm, thereby offering efficient performance with
reduced computational overhead.

2. VIE Task Performance: In VIE tasks,
DLaVAOCR-Dependent demonstrates notable advan-
tages, particularly on the CORD and SROIE datasets,
achieving ANLS scores of 84.41% and 90.45%, respec-
tively, outperforming other OCR-dependent models,
including DocLayLLM (Llama3-7B) at 71.34% for
CORD and 84.36 for SROIE. On the FUNSD dataset,
DLaVA scores 79.57%, slightly below DocLayLLM’s
84.12%, but without the need for extensive pretraining.
These results underscore DLaVA’s ability to deliver
competitive accuracy in document understanding tasks
with significantly lower computational demands.
In addition, we evaluated the IoU performance of

DLaVAOCR-Dependent, as presented in Table 3, for the
DocVQA, FUNSD, and CORD datasets. The IoU scores
obtained were 38.69% for FUNSD, 52.21% for CORD, and
44.03% for DocVQA. While these IoU scores are lower
than the corresponding ANLS scores, they provide valu-
able insights into the model’s spatial alignment capabili-
ties. The lower IoU scores can be attributed to several fac-

tors inherent in document processing tasks [Appendix B],
e.g., IoU is sensitive to even slight misalignments in bound-
ing box placement, and complex document layouts with
small fonts, stylized text, or overlapping elements make
precise spatial localization challenging. The combination
of ANLS and IoU allows us to capture both the textual ac-
curacy and spatial precision of the model’s predictions, of-
fering a more holistic assessment. The ANLS scores re-
flect strong text recognition and content accuracy, while
the IoU scores highlight areas where fine-grained spatial
alignment can further enhance answer localization. Us-
ing both metrics, we gain a nuanced understanding of the
model’s strengths and areas for refinement, demonstrating
that DLaVAOCR-Dependent is adept at recognizing textual con-
tent while offering targeted insights into the precision of an-
swer localization within document images.

The enhanced performance of DLaVAOCR-Dependent can
be attributed to two primary factors. First, by leveraging
both textual and visual features alongside bounding box in-
formation, our model effectively captures the complex rela-
tionships within documents. Second, the use of the PixTral-
12B [1] backbone provides a larger parameter space, en-
hancing the model’s capacity to understand and generate
accurate responses.

Table 4. Ablation Study on Model OCR-Free Comparison using
ANLS metric on Document VQA and QA for VIE

Models DocVQA FUNSD CORD SROIE

DLaVA OCR-Free 85.91 87.57 82.08 91.42
Ablation 1 83.55 83.28 79.08 85.36
Ablation 2 82.26 84.35 82.91 86.02

Table 5. Ablation Study on Model OCR-Free Comparison using
IoU (mAP@IOU[0.50:0.95]) metric on Document VQA and QA
for VIE

Models DocVQA FUNSD CORD

DLaVA OCR-Free 46.22 45.52 57.86
Ablation 1 44.01 32.71 45.45
Ablation 2 39.41 37.12 46.69

5.2. Performance Analysis of OCR-Free Models

Similarly, we examine the performance of our OCR-free
model, DLaVAOCR-Free, in comparison with existing OCR-
free baseline models. The results are summarized in Ta-
ble 2, which presents the ANLS scores on Document VQA
datasets (DocVQA) and VIE datasets (FUNSD, CORD, and
SROIE).



1. Document VQA Performance: Our OCR-free
model, DLaVAOCR-Free (Pixtral-12B), achieves the high-
est ANLS scores on the DocVQA dataset, with scores of
85.91%. This represents a significant improvement over
the previous best OCR-free model, Pixtral-12B, which
scored 80.71% on DocVQA.

2. VIE Task Performance: In VIE tasks, DLaVAOCR-Free
demonstrates exceptional performance across all
datasets. In the FUNSD dataset, it achieves an ANLS
score of 87.57%, outperforming Pixtral-12B’s 78.26%
by a substantial margin. In the CORD dataset, it
scored 82.08, surpassing the next-best OCR-free
model, Pixtral-12B, which scored 79.08%. In the
SROIE dataset, it attains an ANLS score of 91.42%,
significantly higher than Pixtral-12B’s 82.24%.
Additionally, we have evaluated the IoU performance

of the OCR-Free model, as presented in Table 3, for the
DocVQA, FUNSD, and CORD datasets. The IoU scores
obtained are 57.86% for CORD, 45.52% for FUNSD, and
46.22% for DocVQA. The comparatively lower values of
IoU can be explained based on the same logic as presented
in Section 5.1.

The remarkable performance of DLaVAOCR-Free can be
attributed to a number of factors. First, by operating without
reliance on OCR, our model eliminates error propagation
from text recognition inaccuracies by utilizing the visual
language model’s inherent text recognition capabilities and
employing the constructed image with bounding box iden-
tifiers. This approach leverages the MLLM’s strength in in-
terpreting visual content directly, resulting in higher overall
accuracy, as evidenced by higher ANLS scores. Second,
incorporating bounding box information directly into the
model enhances spatial reasoning, allowing for more pre-
cise answer localization within documents. Although the
IoU scores indicate there is room for improvement in spa-
tial alignment, the integration of bounding boxes still sig-
nificantly contributes to the model’s understanding of doc-
ument layouts.

Furthermore, the OCR-Free approach proves advanta-
geous over OCR-dependent methods due to the reduced
context window requirements. By sending all identified
text regions as a single constructed image, we avoid the
need to input each word or text separately, minimizing con-
text length and optimizing model performance. This ef-
ficiency, combined with DLaVA’s ability to integrate vi-
sual and textual information effectively, enables it to han-
dle diverse document layouts and content without addi-
tional preprocessing steps. Operating in a zero-shot learn-
ing paradigm, DLaVA adapts efficiently to various docu-
ment types, demonstrating strong generalization capabili-
ties across different datasets. The synergy of these factors
leads to a robust model that excels in text recognition and, to
a substantial extent, spatial localization, thereby advancing

the field of document understanding.

5.3. Ablation Study on the OCR-Free Model

The results of the ablation study are summarized in Table 4
and Table 5. Our model, DLaVAOCR-Free, achieves the high-
est ANLS and IoU scores across all datasets, confirming the
effectiveness of integrating both bounding box annotations
and the information extraction step.

In Ablation 1, where we provide the original input image
as an additional input, there was a decline in performance
across all datasets. For instance, the ANLS score on the
DocVQA dataset decreased from 85.91% to 83.55%, and
the IoU score dropped from 46.22% to 44.01%. This de-
cline can be attributed to redundant information when in-
cluding the input image along with other pipeline compo-
nents, as the required information was already extracted in
prior steps. This redundancy likely introduces noise, deteri-
orating the final model’s performance.

In Ablation 2, where we removed the information ex-
traction step entirely, we observed mixed results. While
there was a slight improvement in the ANLS score on the
CORD dataset (from 82.08% to 82.91%), the IoU score de-
creased from 57.86% to 46.69%. This suggests that separat-
ing tasks into distinct steps (i.e., finding answers in one step
and boundary box annotation in another) enhances perfor-
mance, as the model is less effective when tasked with mul-
tiple objectives simultaneously. Overall, the full pipeline
benefits from explicit extraction and integration of textual
and spatial information, particularly for precise answer lo-
calization.

5.4. Interpretability of the Proposed DLaVA Model

Interpretability refers to understanding the internal work-
ings of the model, such as pipeline design and architec-
ture. The proposed DLaVA model enhances interpretability
through its OCR-free architecture, particularly in its han-
dling of document images and spatial data. Key aspects that
improve interpretability include:

• Visual Representation of Text Regions: DLaVA’s OCR-
free approach utilizes a constructed image IC , where
detected text regions are organized with unique bound-
ing box IDs. This arrangement preserves spatial rela-
tionships, allowing easy inspection of text areas directly
within the document layout.

• Direct Mapping Between Inputs and Outputs: DLaVA
generates answers associated with specific bounding box
IDs BA, establishing a transparent link between the in-
put text regions and output answers, which aids in under-
standing the model’s decision-making process.

• Simplified Pipeline without OCR Complexity: By by-
passing OCR and focusing on visual and spatial patterns
with the Pixtral-12B MLLM model [1], DLaVA avoids



OCR-related complexities, offering a clearer interpretive
pathway through the document’s visual content.

• Transparent and Modular Processing Steps: The
OCR-free pipeline is composed of distinct stages—from
text detection with DB-ResNet-50 [25] to constructed im-
age creation—each of which can be independently in-
spected and analyzed, adding to the model’s interpretabil-
ity.
Through these design choices, the DLaVA model pro-

vides an interpretable framework for Document Visual
Question Answering, offering users a more transparent and
trustworthy system for document analysis.

5.5. Explainability and Trustworthiness

Trustworthiness in Document VQA is crucial, and the pro-
posed DLaVA model enhances it by delivering precise an-
swer localization, allowing users to verify answers directly
within the document images.

The assignment of unique bounding box IDs to text re-
gions in IC strengthens spatial reasoning and answer local-
ization. By referencing these bounding boxes during re-
sponse generation, the model improves both accuracy and
traceability, enabling users to pinpoint exact answer loca-
tions within the document. This spatial grounding provides
a verifiable link between the model’s outputs and the visual
content, bolstering user trust in the model’s responses.

In terms of explainability, our model provides insights
into its decision-making through the relationship between
ANLS and IoU scores. While high ANLS scores con-
firm textual accuracy, IoU evaluates the precision of answer
localization, offering a multi-dimensional view of model
performance. However, despite these contributions to ex-
plainability, achieving complete clarity remains challeng-
ing due to the inherent complexities of MLLMs. These
models’ probabilistic nature and intricate internal workings
can sometimes obscure the exact rationale behind certain
outputs. Overall, these design elements contribute signif-
icantly to the model’s trustworthiness and enhance inter-
pretability, providing users with confidence in its outputs
while acknowledging the limitations in fully transparent ex-
plainability.

6. Limitations and Future Work
Limitations: While our model demonstrates superior per-
formance on benchmark datasets, certain limitations re-
main. First, though we have tested our model’s performance
on the benchmark datasets and achieved better results com-
pared to the SOTA baselines, it still does not suffice for all
real-world applications because there could be complex sit-
uations where the model needs to have the ability to com-
prehend visual charts and images, etc. Additionally, the
model’s reliance on standard MLLM outputs introduces oc-
casional unpredictability due to their probabilistic nature,

such as formatting inconsistencies in JSON responses with
nested structures, which may require post-processing ad-
justments.

Future Work: Our future work focuses on address-
ing challenges associated with lower IoU scores by re-
fining bounding box annotations through fine-tuning tech-
niques such as LoRA[14], LoRA+[12], QLoRA[8], and
DoRA[27]. Additionally, we plan to utilize Retrieval-
Augmented Generation (RAG) [11] to enhance the model’s
performance and adaptability to diverse document types.
Though our current model mainly focuses on enhancing the
interpretability and trustworthiness, we aim to further im-
prove the model’s explainability as well, making it more
suitable for a broader range of real-world applications.

7. Conclusion

This paper introduces DLaVA, a document language model
equipped not only to answer questions based on informa-
tion in document images but also to localize it via bound-
ing boxes around textual answers within the images. By
directly integrating image annotation capabilities into the
MLLM pipeline, DLaVA eliminates the need for supple-
mentary encoders or extensive techniques like CoT. Oper-
ating in an out-of-the-box learning paradigm, it generalizes
across diverse document types without additional training,
ensuring both adaptability and high accuracy.

Our approach addresses critical limitations of existing
models by removing the separate text recognition compo-
nent and enhancing spatial accuracy. The integration of
bounding box annotations enhances spatial reasoning, lead-
ing to higher accuracy. This advancement not only stream-
lines the processing pipeline but also significantly improves
the explainability and precision of Document VQA tasks.

Experimental results demonstrate that DLaVA achieves
SOTA performance on benchmark datasets while enhancing
user trust and reducing the risk of AI hallucinations through
spatially grounded responses. By bridging the gap between
visual data and linguistic queries with precise answer local-
ization, DLaVA sets a new standard for reliability and trans-
parency in document understanding, thus laying the ground-
work for more trustworthy and interpretable AI systems.
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Supplementary Material

Appendix

Appendix A: Examples of Ground Truth Answer
Annotations

Appendix A presents some examples of ground truth anno-
tations from the CORD and FUNSD datasets. These ex-
amples illustrate how document understanding tasks handle
diverse document formats and content types.

Figure 3a depicts a document example from the FUNSD
dataset, showcasing the structured layout of annotated key-
value pairs in a form-like document. It highlights the abil-
ity to capture complex relationships between fields, such as
dates, phone numbers, and textual descriptions.

Figure 3b displays a receipt example from the CORD
dataset, emphasizing the annotation of essential receipt
components like item quantity, unit price, total amount, and
item names. This example underscores the importance of
annotating critical transactional information typically found
in unstructured receipt data.

Figure 3c demonstrates another similar receipt from the
CORD dataset.

Appendix B: Examples of Predicted Answer Anno-
tations

Appendix B presents the answers and annotations gener-
ated by our proposed model, DLaVa (OCR-Free), for the
same documents discussed in Appendix A. These examples
provide insights into the model’s ability to handle diverse
document formats, such as structured forms and unstruc-
tured receipts, without relying on OCR. The illustrations
highlight how DLaVa identifies key information and maps
it to corresponding document regions, showcasing both
its strengths and limitations. For example, the model
demonstrates high semantic accuracy in extracting answers,
as reflected in high ANLS scores, but sometimes struggles
with precise spatial alignment, leading to lower IoU scores
in some cases. By comparing these predictions with the
ground truth annotations in Appendix A, readers can
better understand the model’s performance and areas for
improvement.

Figure 3c shows a sample document where both the
answers and their locations were identified with high pre-
cision by our model (as shown in Figure 4c). This resulted
in an ANLS score of 100% and an IoU nearly 100%, as
the model accurately captured the ground truth information.

Analysis for low IoU score between predicted and
ground truth annotations for some cases:

1. First, let us analyze a sample from FUNSD dataset. Fig-
ure 3a shows the ground truth answers for this sample
along with their annotations, and Figure 4a shows the
answers and annotations returned by our model DLaVa
(OCR-Free) for the same document.
The IoU score for the “Message” field of this docu-
ment was observed to be 5.89%, despite achieving a high
ANLS score of 70.73%. This discrepancy can be at-
tributed to the differing interpretation of the message’s
spatial extent between the ground truth (Figure 3a) and
the predicted annotations (Figure 4a).
In the ground truth annotation, the bounding box in-
cludes the specific textual region containing the date
component (“Jan 12, 1999”) within the broader mes-
sage context, towards the end of the box. However,
our model’s prediction restricts the bounding box to the
“Message” content, omitting the date. This misalign-
ment results in a smaller predicted bounding box com-
pared to the ground truth, thereby reducing the overlap
and, consequently, the IoU score.
This outcome highlights a common challenge in docu-
ment understanding tasks, where predicted annotations
may fail to encapsulate all semantically relevant content
included in the ground truth. The low IoU score
does not necessarily imply poor semantic accuracy but
instead reflects a divergence in bounding box definitions.

2. Let us analyze another sample from the CORD dataset.
Figure 3b shows the ground truth answers for this sample
along with their annotations, and Figure 4b shows the
answers and annotations returned by our model DLaVa
(OCR-Free) for the same document.
Here, in the task of extracting the “Total Price of Menu”
from receipt images, we observed that the IoU score was
0%, despite achieving a perfect ANLS score of 100%.
This mismatch highlights an important limitation in the
spatial alignment of predicted bounding boxes with the
ground truth.
In this instance, the value “11,000” appears multiple
times in the document, corresponding to different se-
mantic fields (e.g., item price, subtotal, total price).
While the model successfully identified the correct value
for the “Total Price of Menu,” it incorrectly annotated a
bounding box around the “11,000” value associated with
the total price of receipt rather than the ground truth lo-



cation of the “11,000” value corresponding to the total
price of the menu. This resulted in no overlap between
the predicted and ground truth bounding boxes, leading
to an IoU score of 0%.
This case illustrates a common challenge in structured
document understanding tasks where identical values
appear in different semantic contexts. Resolving such
issues requires incorporating additional contextual un-
derstanding into the model to ensure that annotations are
correctly aligned with the intended semantic field. As a
part of the future work, we plan to explore incorporating
positional priors, cross-field dependencies, or explicit
disambiguation mechanisms to improve alignment
between predictions and ground truth annotations.



(a) Document Example from FUNSD Dataset (b) Receipt from CORD Dataset

(c) Another receipt from the CORD Dataset

Figure 3. Illustrative Examples of Ground Truth Answer Annotations in Documents from the CORD and FUNSD Datasets



(a) FUNSD-high ANLS, Low IOU (b) CORD-high ANLS, Low IOU

(c) CORD-high ANLS, High IOU

Figure 4. Examples of Predicted Answer Annotations in Documents from the CORD and FUNSD Datasets
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